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Abstract—This research article presents machine learning
methods for detecting the sentiment expressed by movie re-
views. The semantic orientation of a review can be positive or
negative. Analysis of opinion for particular product, news or
document could be beneficial to many companies, institutions
and individuals for marketing, advertising, question answering,
product selection and so on. We have created a Nepali movie
review dataset with total 500 samples having 250 samples per
each positive and negative class of sentiment from various online
sources. Sentiment analysis system implements various natural
language processing techniques for document preprocessing and
feature extraction. Naive Bayes based machine learning technique
is used for the classification of the sentiment. Empirical results
shows, classification accuracies are, 79.23% of precision, 78.57%
of recall and 78.90% of F-score.

Index Terms: Sentiment Analysis, Nepali Movie Re-
view, Natural Language Processing, Machine Learning, Naive
Bayes.

I. INTRODUCTION

Sentiment analysis is a natural language processing task
that deals with the identification and extraction of subjective
information or the opinion from the given text documents.
It determines the attitude or the contextual polarity of the
document. Sentiment analysis carries the basic task of classifi-
cation of the expressed opinion in a document into ”positive”,
”negative”, or ”neutral” class. Beyond polarity, sentiment
classification can be used with the emotional states such as
”happy”, ”sad”, and ”angry.”

Recently, sentiment analysis has taken great interests as
the rise of social media such as blogs and social networks.
With the proliferation of reviews, ratings, recommendations
and other forms of online expression, online opinion has turned
into a kind of virtual currency for businesses looking to market
their products, identify new opportunities and manage their
reputations. It can also be used to make decisions to purchase
or to use services by individuals. Ad market can use sentiment
analysis to place ads on praised sites. And,sentiment analysis
can also be used for opinion retrievals [1].

Movie review sentiment analysis can be done to identify
user attitude and opinion toward particular movie. In this
research, we have considered two class of global subjective
polarity (positive and negative) of movie review texts.

Sentiment classification of reviews has been the focus of re-
cent research. It has been attempted in different domains such

as movie reviews, product reviews, and customer feedback
reviews [2]–[7]. Much of the research untill now has focused
on training Machine Learning algorithms such as Support
Vector Machines [8] to classify reviews. Research has also
been done on positive/negative term-counting methods and
automatically determining if a term is positive or negative [9].
Some of other machine learning techniques used in sentiment
analysis include statistical approaches [10], Fuzzy Logic [11],
Probabilistic models [12], [13],and Neural networks [14]–[16].
Different techniques and applications of sentiment analysis can
be found in [1]. Movie review sentiment analysis techniques
are described in [17]–[20]

II. RESEARCH METHODOLOGY

There exist three approaches towards sentiment analysis;
machine learning based methods, lexicon based methods and
linguistic analysis. Machine learning methods are based on
training an algorithm, mostly classification on a set of selected
features for a specific mission and then test on another set
whether it is able to detect the right features and give the right
classification. A lexicon based method depends on a predefined
list or corpus of words with a certain polarity. An algorithm is
then searching for those words, counting them or estimating
their weight and measuring the overall polarity of the text.
Lastly the linguistic approach uses the syntactic characteristics
of the words or phrases, the negation, and the structure of the
text to determine the text orientation. This approach is usually
combined with a lexicon based method.

This research paper deals with word level feature extraction
method for machine learning based sentiment analysis.

A. System Model

Figure 1 shows the top level sentiment classification system
for Nepali movie reviews. It is divided into four sub-systems,
data acquisition, preprocessing, feature extraction, and classi-
fication.

III. PREPROCESSING

Pre-processing the data is the process of cleaning and
preparing the text for feature extraction and classification. In
this stage, noise and uninformative text are removed from the
input text document [21]. Keeping those words makes the
dimensionality of the problem high and hence the classification



Fig. 1. System model of sentiment analysis.

more difficult since each word in the text is treated as
one dimension. Here is the hypothesis of having the data
properly pre-processed: to reduce the noise in the text should
help improve the performance of the classifier and speed up
the classification process, thus aiding in real time sentiment
analysis. The main preprocessing techniques used are given
below.

1) White space and special symbol removal.
2) Expanding abbreviations.
3) Stemming.
4) Stop word removal
5) Negation handling.
6) POS tagging.
7) Named entity recognition.

A. Subjective/Objective classification

Pre-processed clean texts of movie review text document
are classified into subjective (opinionated) and objective sen-
tences. Objective sentences don’t play any role in calculating
the sentiment of the text since they do not consist of sentiment-
bearing words or phrases. For example the following sentence
in the review is not opinionated thus will not play a role
in determining the sentiment: ”The story was written by
Dharabasi based on a story he found written in leaf booklet
in a bag (Jhola) left at his home by an elderly man who had
come from Manipur, India.”

On the other hand, ”It’s intelligent, thought provoking,
emotional, and damn well entertaining” definitely is opinion-
ated/subjective and will be taken to the next level to determine
whether the sentiment involved is positive or negative. So
with this classification module we pruned all the not important
sentences for future processing.

IV. FEATURE EXTRACTION

Features in the context of opinion mining are the words,
terms or phrases that strongly express the opinion as positive
or negative. This means that they have a higher impact on
the orientation of the text than other words in the same text.

There are several methods that are used in feature selection,
where some are syntactic, based on the syntactic position of
the word such as objectives, and some are univariate, based
on each feature’s relation to a specific category, and some
are multivariate using genetic algorithms and decision trees
based on features subsets [21]. Main features extracted from
the preprocessed document are described below.

A. TF-IDF
TF-IDF feature represents weight of the particular term

present in the text document. It reflects how important a word
is to a document in a collection or corpus and every term are
represented as a vector. Mathematically, TF-IDF weight can
be calculated as,

Wik =
tfiklog(

N
nk )∑t

k=1(tfik)
2[log( N

nk )]
2

(1)

Where,
tf = Term frequency.
idf = Inverse document frequency.
Tk = Term k in document Di.
tfik =frequency of term Tk in document Di.
idfk =Inverse document frequency of Tk in document C.
N = Total number of document in the collection C.
nk = The number of document in C that contain Tk.
idfk = log(nk

N )

B. Presence of Number
We extracted a binary feature based on the presence or

absence of the number in the sentence. Sentences that contain
numbers generally are objective sentences.

C. Presence of Modal Verb
Presence of modal verbs like have to, must, can, should,

wish, want, need play a major role in the classification of the
subjective-objective sentences.

D. Presence of Polar Words
Polar words are the words which represent the sentiment

like good and bad. A binary feature is extracted on the pres-
ence or absence of the polar word. Sentences which contain
polar words generally are subjective sentences. Example: Loot,
the best movie of 2013!

E. Positive Words Count
We calculated the number of positive words in the sentence

and added it as a feature. This is a very important feature
because if there are more positive words then the sentence
tends to be a positive sentence. For example, ”It’s intelligent,
thought provoking, emotional, and damn well entertaining”
has four positive words so it is a positive sentence.

F. Negative Words Count
We also calculated the number of negative words present in

the sentence and added it as a feature. For example, ”The story
is elongated unnecessarily and it more boring than binding”
has two negative words.



V. NAIVE BAYESIAN CLASSIFIER

Naive Bayesian Classifier is a simple probabilistic classifier
based on Bayes Theorem (Eq. 2) with strong independence
assumptions of feature space. Depending on the precise nature
of the probability model, Naive Bayes classifier can be trained
very efficiently in a supervised learning setting.

P (H|X) =
P (X|H)P (H)

P (X)
(2)

Where,
P (H|X)is the posterior probability of H conditioned on X .
P (H) is the prior probability of hypothesis H .
P (X|H)is the posterior probability of X conditioned on H .
P (X)is the prior probability of X .

For the given hypothesis (or text document) H , Naive Bayes
classifier assign it to class X∗ = argmaxx P (H|X). Since
P (X) plays no role in selecting X∗. To estimate the term
P (X|H), Naive Bayes decomposes it by assuming the features
Fi’s (Section IV) are conditionally independent given X’s
class:

P (X|H) =
P (X)

∏n
i=1 P (Fi|X)

P (H)
(3)

The training method performs the relative frequency estima-
tion of P (X) and P (Fi|X).

VI. EVALUATION METHODS

The correctness of a classification can be evaluated by com-
puting the number of correctly recognized class examples (true
positives), the number of correctly recognized examples that
do not belong to the class (true negatives), and examples that
either were incorrectly assigned to the class (false positives) or
that were not recognized as class examples (false negatives).

A. Precision

Precision (also called positive predictive value) is the num-
ber of correctly classified positive examples divided by the
number of examples labeled by the system as positive.

B. Recall

Recall(also called sensitivity)is the number of correctly
classified positive examples divided by the number of positive
examples in the test dataset.

C. F-Score

F-Score is the combination of the precision and recall.

Fscore =
(β2 + 1)Precision ∗Recall
β2 ∗ Precision+Recall

(4)

VII. TRAINING AND TESTING DATASET
Nepali movie review dataset contains total 500 text docu-

ments which are collected from [22]–[24] and other online
sources. Documents are manually annotated to positive or
negative sentiments. Dataset is than divided into two classes,
”positive” and ”negative” for training and testing with 250
samples each class.

VIII. EXPERIMENTS AND RESULTS

Traning and Testing dataset statistics is given in Table I.
Classification accuracies are given in Table II.

TABLE I
NEPALI MOVIE REVIEW DATASET STATISTICS.

Training Testing Total

Positive 200 50 250
Negative 200 50 250

Total 400 100 500

TABLE II
SENTIMENT CLASSIFICATION ACCURACIES.

Precision (%) Recall (%) F-score (%)

79.23 78.57 78.9

IX. CONCLUSION AND FEATURE WORK

Sentiment analysis is a challenging field of data mining
as it involves natural language processing, text analysis and
computational linguistics. It has a wide variety of applications
that could benefit from its results, such as review analytics,
news analytics, marketing, question answering, knowledge
bases and so on. Knowing important insights from opinions
expressed for certain products, news, or documents by users
on the internet is lively for many companies and institutions,
whether it is in terms of product feedback, public mood, or
investors opinions.

In this research paper, Sentiment analysis is done for Nepali
movie reviews found online. Various natural language process-
ing techniques are used for document preprocessing and for
semantic feature extraction. Naive Bayes based classifier is
used as a sentiment classifier.

We have created a Nepali movie review dataset with total
500 samples having 250 samples per each positive and nega-
tive class of sentiment. Empirical results shows, classification
accuracies are obtained as, 79.23% of precision, 78.57% of
recall and 78.90% of F-score.

Sentiment analysis system can be further enhanced by
adding more training and testing datasets. System can also
be tested by adding more features and selecting good fea-
tures. Other machine learning techniques like SVM, Neural
networks, Fuzzy Logic can also be applied to the problem of
sentiment analysis of movie reviews.
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